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My Journey: From Reasoning to Science

You do not need any background beyond high-school chemistry for this talk.  Let’s just 

think step-by-step together.

Why should we care about 

Catalysis? 

How can Generative AI advance 

this field of Science?

How can hardware innovations 

advance Scientific discovery?
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Driving application: Synthetic Biofuels
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We need better catalysts to lower cost and 
improve efficiency for industrial production
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Advancing Catalysis 
with AI

One of our laboratory’s 
signature strength



Need: Recommendation of Novel Catalysts

• Reaction
▪ CO2 + H2 → CO + H2O

• Candidate questions:
1. Recommend a catalyst for this reaction 

1. Answer: Platinum. and Rhodium

2. Explanation: They are single atom catalyst ….

2. Recommend a cheap catalyst for this reaction

3. Recommend an alternate for Platinum for this reaction

1. Answer: Cobalt

2. Explanation: ….

Generative AI approach:
Integrate logical reasoning from scientific literature and structure driven 

reasoning from simulations
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How does an out-
of-box LLM 
perform?
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The Gaps – beyond 
Hallucination

• Answers from LLM often lack the specificity experts seek 

• Non-deterministic nature of the querying is another issue
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Monte Carlo Reasoner:
A Zero-Shot Approach

Each node 
represents a 
query
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Developed a new 
reasoning dataset 
focused on 
Catalysis
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Results

• Superior results over ChatGPT

• Superior performance comes with high-inference cost
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Qualitative 
Analysis

Analyze how search progresses through the tree 

from root to leaf
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Qualitative 
Analysis
Expert-based review of GPT 3.5 

and MCR output
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Where can we use help from this community?  
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Augmenting LLMs via Structure-Driven Reasoning

• Given a string from the LLM output 
such as “Platinum”, we want to 
infer the 3D structure

• We represent the 3D structure as 
a “3D-Atom Graph” – such a 
representation considers relative 
positions and orientations

• This configuration will be passed 
to a DFT simulation or a trained 
3DGNN
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Increasing throughput of Hypothesis Generation

• All states in a given level can 

be evaluated in parallel

• Each state evaluation is a 

sequence of 3 tasks:

• 2-3 LLM inferences

• 16-32 GNN inferences

• Potentially, execute a DFT 

simulation

Illustration of the Search Space

Let’s expand that one green dot 

in the next slide
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A Single Cycle of Hypothesis Generation and Testing

Hypothesis generation 

(LLM)

3D Atom

Graph Generator

Property prediction 

with UQ (GNN)

DFT Simulation

Active Learning

High uncertainty



Training and Inference on Molecular GNNs require 
processing many small and sparse graphs

See [https://sites.google.com/view/ai4hydronet/home] for details
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Vision for Future: Computational Pipeline for AI-
driven Scientific Discovery

Hypothesis generation 

(LLM)

3D Atom Graph

Generator

Property prediction with 

UQ (GNN)

DFT Simulation

Active Learning

GPU IPU

CPUFPGA
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Vision for Future: Computational Pipeline for AI-
driven Scientific Discovery

Hypothesis 

Generation 

(LLM)

Property 

prediction with 

UQ (GNN)

DFT Simulation

3D Atom Graph 

Generator
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Project Team

https://github.com/pnnl/chemreasoner/



Thank you
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